Chapter 28

SELF-ORGANIZATION AND MAXIMUM EMPOWER

Howard T. Odum

In 1922, Alfred Lotka, with an acknowledgment to Boltz-
mann (1905), suggested that the maximum power princi-

le was a fourth law of thermodynamics that constrained
and guided the self-organization of open systems (Lotka
1922, 1925). The maximum power principle can be stated:

During self organization, system designs develop and pre-
vail that maximize power intake, energy transformation,
and those uses that reinforce production and efficiency.

The idea is that over time a network that draws more
resources and uses them better toward maintaining that
network will tend to replace designs that have fewer
resources with which to work. Martinez-Alier (1987), in a
review, provided quotations tracing somewhat similar ideas
of energy causality to writers in the mid-19th century.

Alone, words like these are not very good for defining
network concepts clearly, which may be why many, if not
most, people who read the maximum power principle
don’t understand it, much less see the compelling
strength of the argument. We have. used t.h.e energy sys-
tems symbol language since. 1965, in addition to ver.bal
descriptions, for relating designs of energy transf(?rmatlop
networks to the thermodynamics of self-organization. Th}s
chapter summarizes thes_e concepts of the way energy is
involved in self-organization of any system and the com-
mon network patterns that result. Recognizing a universal
hierarchy of energy forms that correspond to different
scales of size and time, the thermodynamic quantities
EMERGY, transformity, and empower are defined to rela.te
energy from different system scales on a common basis.
we found that EMERGY is a rigorous, scale-independent
measure of work and a useful concept of value.

gnergy Systems Language for Open
system Thermodynamics

The principle of maximum p0\.~er. and its corollaries con-
cern a system’s network organization. Conscquel?dy, they
cannot be expressed with single equations of classical ther
modynamics, which concern only one energy transformation

step at a time. A network language is required, Starting
with ecosystem examples, I introduced a general systems
“energy circuit language”™ (Odum 1966; Odum 1971;
Odum 1972; Odum 1983b) in order to combine open sys-
tem thermodynamics with system kinetics, while also rep-
resenting hierarchy by position from left to right on
diagrams. The symbols given in Figure 28.1 include
explicitly or implicitly the energy laws and mathematical
characteristics associated with each symbol, so that energy
constraints are always linked to equations and simulation
models. For example, the consumer symbol automatically
includes the heat dispersal that represents the available
energy required to maintain the ordered structure, For
consumer organisms, biochemical structure and processes
are maintained; for a consumer industry of an ccosystem
or a society, manufacturing structure is maintained.

Energy Control of Basic Energy
Transformation Configurations

Two basic designs can develop in sclf-organization, as
shown in Figure 28.2 using the energy circuit language,
One is linear, and one autocatalytic. The encrgy source,
which is limited from the outside, supplies a steady flow of
available energy in each case. The lincar pathway, where
the available energy disperses its potential in a simple pro-
cess of diffusion, is shown in the lower part of Figure
28.2). Some of the input energy becomes unavailable, as
required by the second law, and in this system difTuses out
into the environment. This dispersal to the environment
is represented by the “heat sink” pathway on the bottom
of the interaction symbol. This lowgrade energy no
longer has the potential do work in the system except to
drive the diffusion that disperses the energy according to
the second law.

Parallcl to the simple pathway and just above in the dia-
gram is an autocatalytic configuration (#2) that draws on
the same source energy. This autocatalytic pathway is com-
peting with the lincar pathway (#1) for the same resource.,
As we discussed earlier (Odum 1982; Odum 1983b), the
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Energy circuit. A pathway whose flow is propor-
tional 1o the quantity in the storage or source
upstream.

Source. Outside source of energy delivering
forces according to a program controlled from
outside; a forcing function.

Tank. A compartment of energy storage within
the system storing a quantity as the balance of
inflows and outflows; a state variable,

Heat sink. Dispersion of potential energy into
heat that accompanies all real transformation
processes and storages; loss of potential energy
from further use by the system,

Interaction. Interactive intersection of two path-
ways coupled to produce an outflow in propor-
tion to a function of both; control action of one
flow on another; limiting factor action; work gate.

Consumer. Unit that transforms energy quality,
stores it, and feeds it back autocatalytically to
improve inflow.

O OQ |

Switching action. A symbol that indicates one or
more switching actions.

Producer. Unit that collects and transforms low-
quality energy under control interactions of
high-quality flows. An example: a green plant.

U

Seclf-limiting energy receiver. A unit that hasa
sell-limiting output when input drives are high
because there is a limiting constant quality of
material reacting on a circular pathway within.
An example: chloroplasts of a plant.

oy

Box. Miscelluneous symbol to use for whatever
unit or function is lubeled.

l
l

fo-

fier. A unit that delivers an

Constantgain ampli
¥ ! ut changed

output in proportion to the input Ib cd
by a constant factor as long as the encrgy sour
S is sufficient.

‘/Ul

8

. . L aeanes 3 sale Of
Transaction, A unit that mdw?lts 3‘ e for
goods or services (solid line) in €X¢ -‘t! iishown
payment of money (dmihrd line). Price
as an external source.

s. From Odum 1972

Figure 28.1  Energy language symbol

and Odum 1983b.
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simple linear pathway prevails when energy concentra-
tions of the inflow are small. At higher levels of available
energy inflow, however, there is enough energy to support
growth of the autocatalytic system against the deprecia-
tion inherent in its storage. The autocatalytic unit (which
requires an initial storage) then is able to take the energy
away from the linear pathway. Typical examples include
consumer animals and consumer cities. In this case, the
animal does not receive energy passively but invests some
of its own energy into capturing more energy from the
source, such as the difference between a sit-and-wait frog
and an insect-seeking bat.

The autocatalytic design illustrates how the maximum
power principle operates. The combination of energy
transformation, storage, and feedback to interact with the
source flow reinforces and increases the power flow
through the system. This basic energy systems model rep-
resents living and nonliving systems at all scales of size and
time, as will be demonstrated subsequently.

Bernard Convection Cells

A nonliving example of self-organization for maximum
power is a Bernard cell convection (Figure 28.3). A dish of
viscous fluid receives a steady flow of heat from a hot plate
below. The gradient of thermal energy generated by the
heat source causes convection of the fluid in the dish (Fig-
ure 28.3a) and the development of structure in the cellular
fluid. The energy available to run the cell is calculated as the
Carnot ratio (delta T) /T times the influx of heat. The struc-
ture that develops recycles cooler water to where it is heated
more rapidly, making the thermal gradients larger and
increasing the energy captured by the system through the
process of autocatalytic reinforcement. The action of the
structure interacts with, and amplifies, the input pathways as
shown in the energy systems diagram (Figure 28.3b).

A cycle of materials is characteristic of most real systems
where materials from a receptive, lower-energy state on
the left (indicated by the storage tank symbol “N, Cool
Fluid”) are used to capture new energy in an interaction
process. These interactions are production processes
involving two or more necessary input quantities as indi-
cated with the symbols definition (Figure 28.1). The trans-
formed energy is stored in the materials of the fluid
structure of the hot cells (the tank “C, Hot Cells,” on the
right). The useful power flow is measured on the produc-
tion pathway designated “k)” in Figure 28.3b, and this {low
is increased by the development of the storage quantity.
Energy transformed, stored, and made useful by the feed-
back interaction is useful power.

The equations given in Figure 28.3b follow from the
use of the energy symbols and are typical for autocatalytic
processes, living and nonliving. The model is logistic,
Increasing the available energy increases the structural
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. Figure 28.2  Typical energy flows in one unit of a self-organizing system on a

source limited from the outside to a steady flow. Numbers are
energy flows (Joules) at steady state.

rage and reduces the available material (cool water)
StO able (Figure 28.3d). . |
ava'rhe second law requires that storages of high-quality
cture (Tank C) have depreciation (energy dispersal),
sttt h is shown by the pathway to the heat sink. However,
whi¢ aterials that are part of this process are dispersed
}}c m the system and are available for reincorporation
‘thl:;]e production process. The background equilibrium
into for the material is represented by storage tank N (for
e ool water of the Bernard cell). Depreciation is a dis-
the Cl of the state of energy (represented in energy lan-
ersa by the “heat sink™) because the energy that leaves
;agestem has only enough potential remaining to drive
th€ i),,n diffusion and dispersal.
. f;hc material associated with the storage state in this
m is retained in the container and is recycled. If one
o s to diagram only the storage and flux of recycling
ishe jals, Figure 28.3c results. However, diagramming
ater?al ’cyc]es alone leaves out the real driving forces
a;igted with energy sources and the way that structure

elops which increases the capture of input energy.
dev ,

Entropy and Entropy Generation Rate

The simple case in Figure 28.3 has a high temperature
and thus high entropy structure, which is maintained by
the continued inflow of available heat gradient energy, It
also maintains high information (high macroscopic
entropy information) in the cellular structure of the hot
cells. In more complex living systems, the structures that
are maintained away from equilibrium include high-
entropy temperatures, chemical complexities, and low-
entropy crystals. (See dingram in Odum 1983b, Figure 17-
9.) Schrodinger’s famous little book (1947) describes life
as maintaining its own low entropy by pumping in low-
entropy food to be degraded. A more complete statement
is that high- and low-entropy structures both away from
equilibrium are maintained by the input of foods that are
also away from equilibrium and that are degraded with an
overall increase in entropy from their transformation, An
even simpler statement is that potential cnergy storages
are maintained against second law depreciations by the

input of foods with potential (available) encrgy. In the

degrading of most of the energy, some energy is trans
formed to a higher quality that contributes to feedbacks
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Figure 28.3  Nonliving Bernard cell microcosm with energy-
driven material circulation through a convection
cell structure maintained away from equilib-
rium; I, energy inflow; R, unused available
energy; C, hot centers; N, cool fluid; {a} Sketch
from Swenson 1989; [b) energy systems model;
(c) material cycle; (d) graph of simulations for
three intensities of available energy (heat flux
from below at three temperatures). Figure
28.3(a) is from Swenson 1989. Reprinted wt;..th
permission of the International Society for the

Systems Sciences.
that reinforce the exploitation of the main external
energy sources.
The hot upcurrents maintined within.
have a higher entropy than the surroundin
ronment, but the gradient of high and lower

Bernard cells
g room envi-
temperature
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together constitutes a lower entropy than the same heat
distributed equally. This gradient state away from equilib-
rium is maintained in spite of a steady depreciation (the
cooling of the hot water) in which the potential energy
and the low entropy of the temperature gradient is
degraded by thermal diffusion through the heat sink.
When one compares a hot plate with and without a Ber-
nard cell on top, there is an overall increase in entropy as
energy passes through the system, as required by the sec-
ond law, because the increase in entropy in the environ-
ment (at the heat sink) is greater than the decreases in
entropy that come about by maintaining gradients within
the Bernard cell system.

Living systems operate similarly. Their stored assets are
a mixture of low-entropy structures such as crystals and
high-entropy structures such as the warm-bloodedness of
animals. All require a continued input of available energy
to maintain their structure.

Some scientists that have the viewpoints of statistical
mechanics think that autocatalytic processes are driven by
molecular populations following random processes. For
example, the storage of transformed energy (hot cells) is
said to be a “dissipative structure,” one dragged miracu-
lously into existence by the rapid dissipation of available
energy. When they say that the structure emerges when
energy is dispersed rapidly, they are stating the result of
the maximum power reinforcement but without recogniz-
ing the mechanism of the network itself in maximizing its
own power.

Few of those who use the language of dissipative struc-
tures made popular by Prigogine (1978) and associates
acknowledge the relevance of the literature on maximum
power that preceded their work by many years. To them,
dissipative physical-chemical structures don't seem rele-
vant to the structures that maximize useful power in living
and economic systems. This is an example of where a gen-
eral systems network language is required for seeing
beyond the special languages of single disciplines to find
principles that may be applicable to any and all systems,

The autocatalytic system of Figures 28.2 and 28.3 can
be described in two ways that are equivalent. The physical
chemist who emphasizes random processes that do not
have causality tends to say: The faster the dissipation, the
more structure generated. Or: Self-organization maximizes
rate of entropy generation.

The biologist, thinking of development of living struc-
ture as the means, tends to say: The more structure, the
faster the dissipation. Or: Self-organization develops structure
to maximize power.

Sugita (1981) offered a similar concept from thinking
about reactions. All the statements are correct, but they
are potentially ambiguous without a network diagram to
explain all of what is meant.
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minimum Entropy Generation Concept

en the concentration of the energy of a source is below
e critical minimum value required to sustain strpcture
C in Figure 28.3b) against its normal rate of d.epreaa'tion,
e autocatalytic system changes back to a simple linear
th rgy diffusion dispersal. Autocatalysis stops. For exam-
ene the complex material fluid circulation in the Bernard
plef becomes laminar. In other words, at low concentra-
C.el s of potential energy, the system design that will pull
tlonmost power is linear and does not build structure or
the e. There is only simple energy dispersal (degrada-
s.t oragf thermal diffusion). Living systems without enough
uoﬂrgy resources to maintain their own structure die.
en?[he behavior of a system with small available energy
described by Prigogine and Wiaume (1946) with their
«,njnimum rate of entropy generation” principle as the
eral law for energy and open systems. Systems of low
eﬂrgy that are displaced from steady state generate more
€ y per unit time while they return to the steady state,
""“05 systems with storages of weak concentrations of
Clo-izblc energy decrease their rates of entropy genera-
; ;, as their processes decline towards equilibrium.
n the 1960s our attempts (Odum 1962; Odum 1967a;
dum 1967b) to get the maximum power Principle gen-
{ly recognized as the energy law controlling the devel-
erz y‘;nt of structure in open systems were often criticized
rrlontradicting Prigogine’s minimum principle. Later
Cprigogine (1978) realized that the minimum concept
on» not general and that autocatalytic structures develop
: higher energy (without, however, acknowledging
with usal role of the network reinforcement that we call
th€ ;;‘aximUm Power Principle). Autocatalytic structure in
€ jving reactions was a surprise to chemists trained to
noﬂl' of isolated reactions and random populations, but
(:hiﬂk ese were more examples of the generality of the

for S d-l inciple
1d maximum power principle.
O

en

gural Selection by

gz‘nforcing Designs ‘
concepts of natural selection were used by _Lolka
The 9. 1925) to explain why the designs for maximum
2 r' revail, but network diagrams are required to avoid
pe ision as to the meaning of natural selection. Simple
cO f . nian selection, i.e., the classic “survival of the fittest,”
pa means “selfselection,” where one population out-
rcall}’ another in a simple competition for consumer
gro ce. By ensuring the prevalence of maximum power
souf as soon as possible, such competition helps maxi-
€ ower in early stages of ecosystem growth before the
,gizelg pment of networks with control patterns.
deve ever, with self-organization, ecosystems soon
How hierarchical patterns with closed feedback loops,
de‘fih reinforce those patterns with a diversity of mutually
wht
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symbiotic sectors and a division of labor. With most of the
externally supplied energy already in use, increases in use
ful power can be achieved only by reinforcing internal
efficiency-producing mechanisms, such as by the division
of labor through increasing species diversity, In this pro-
cess, units at one level of organization are chosen in large
part by the reinforcement action of some other unit from
a higher level of organization, one with longer turnover
time and territory. In energy systems language (Figure
28.4), the energy transformations from left to right are
fed back with pathways that are represented from right to
left to control and reinforce the units lower in the hicrar
chy. Those pathways that reinforce the intake and useful
transformations of power by the entire syistem are
retained. A priority for component species to become
important is their contribution to another part of the sys-
tem, a necessary part of being reinforced. For example,
bees pollinating flowers while being fucled by the nectar
from the flowers form a mutually reinforcing loop. Other
examples are the components of nutrient cycles and pop-
ulation-regulation services of carnivores, Sclf-organization
by pathway reinforcement is a kind of system learning,
Ecological succession and biological evolution are exam-
ples, each on a different scale of time and space.

Energy Transformation Hierarchy

Figures 28.2-28.5 illustrate the way energy, as measured in
constant<quality units such as joules (. decreases
through a transformation process, including the pathway
of feedback control action, as required by the second law.
To be sustainable, the transformed energy has to have a
higher quality in the sense that a small amount fed back
can amplify and reinforce the larger flow of lower<quality
energy incoming from the source on the left. Similarly,
the transformed energy can be transformed further, with
an additonal loss, while acquiring even greater effect
when fed back as an amplifier. Thus energy transforma-
tion chains and wehs develop (Figure 28.4) a special kind
of division of labor, which reinforces the system'’s power
and efficiency. An energy transformation chain is an
energy hicrarchy, in that much energy at one stage iy
required to develop a smaller flow at the next higher level,
Energy transformation networks, such ax food chains,

have become part of the normal way of thinking in ecol-

ogy and among those representing the energy Hlows of the
economy.

Work, Transformity, and Exergy

Once it was recognized that the hicrm‘chy of energy trans-
formation networks is general 1o all systems Iwciusc of
the common processes of sclﬁug:\ni}mim\. traditional
definitions equating work and energy had 1o be revised.
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Figure 28.5
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Figure 28.4  Hierarchical levels emerge in self-organization because of the reinforcement they
provide to increase transformation power and efficiency. The pathways between
storages with small boxes are linear pathways that can operate at low energy,
making possible the start of autocatalytic growths and oscillations.

ina material-closed ecosystem using solar energy: (a) energy flows in Joules through

f the interactions symbol with energy conserved; (b} em.a'rgy ﬂoyvs at steady state; () solar

oules per minute pumped from the source flow by the interaction process; (d) solar trans-
based on solar EMERGY flux in (c) divided by the energy fiux in (b).

Energy flux and transformities
the productive process O
EMERGY flux in solar emj
formities in solar emjoules per Joule
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Available energy of one kind at one level in an energy
hierarchy was not equivalent to that at another level.

We redefined work as “an energy transformation,” con-
verting input energy to a new form or concentration capa-
ble of feedback reinforcement. We defined this process as
a network concept where work increases the utility of
energy while degrading and dispersing part of that energy
(Figure 28.4). I first called this concept “energy quality
ratio” at the award ceremony of the Prize of the Institute
La Vie in Paris (Odum 1976), but later renamed it “trans-
formity” (with units emjoules/Joule, not a dimension-less
ratio) (Odum 1986; Odum 1987).

Transformity is the available energy of one type required
to generate a joule of another kind of energy in the univer-
sal energy hierarchy. The unit of transformity was defined
as the emjoule. For example, if 4000 joules of solar insola-
tion are required to generate a joule of organic matter, the
solar transformity of the organic matter is 4000 solar
emjoules per joule, abbreviated 4000 sej/J. (Odum 1988)

Defining available energy as the ability to do work is
ambiguous except where one is comparing potential
energy (available energy) of the same type. For example,
engineering normally concerns mechanical work but
tends to ignore work of different types and transformity,
such as solar transformation and mental work.

“Exergy,” as used by Ahern (1980), is defined to
include only energy flows of similar qualities, that of
mechanical work (Evans 1969; Evans and El-Sayed 1976).
Thus the common practice of evaluating energy contribu-
tions in exergy units includes only energy flows of similar
transformity. Because exergy analysis ofte.n omits the most
important inflows, such as h}xma.n services .that requir'e
very large energy flows to maintain, comparing exergy is
not a valid way to compa-re all the resources that are
directly and indirectly required for a process.

As the intersection symbols in Figures 28.2-28.5 show,
work generally involves a productive interaction of two or
more energy flows, each of different kind and transfor-
mity. The main flow of energy from the left interacts with,
and is controlled and amplified by, a smaller flow of
higher-transformity energy from the right. Work is a net-
work concept requiring an energy systems diagram to clar-
ify the meaning. )

As part of the protoco.l for the energy :systems lan-

1286 items are arra.nged m‘order of increa.smg. transfor-
mity from left to right. ngher-transformny inputs to
s pteractions (Figure 28.4) are drawn from the right so as
! enter the top of the interaction symbol, whereas the
loore abundant but lower-transformity form of energy
.m ut is connected to the left of the interaction symbol,
ml?e interaction represents a production process where
;{vo or more inputs of different transformity are required.,

The output is a product, energetically, and often in the

mathematical sense as well,
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Work as an energy transformation ustally involves a
network interaction, as represented in Figure 28.5 as the
normal pattern from self-organization. The highest trans.
formity is the feedback, the output product is second, and
the more abundant energy source from the left has the
lowest transformity. High-transformity feedbacks usually
interact as multipliers, and they achieve a large effect
from a relatively small quantity of energy. In this way,
eflects are commensurate with the high energy flux
required to develop a loop of higher-transformity energy.

The Energy Efficiency of
a Transformation

Efficiency of an energy transformation is usually calcu-
lated as the quotient of the output energy divided by the
flux of the input energy. According to the *time's speed
regulator” principle (Odum and Pinkerton 1955; Odum
1983a), self-organization of energy transformations for
maximum power reinforces those pathways that have the
load of output compared to optional input energy. The
efficiency that produces the maximum power output is
intermediate between the highest and lowest efficiences
possible. Our original derivation considered only the
encrgy required to restore potential energy, without the
additional consideration of the energy normally required
to generate a higherquality output compared to the
input. At high efficiencies, the storage process is slow, and
the system tends to stall; at lower efficiencies, the process,
although rapid, wastes too much of the input potential
energy as heat. At an intermediate loading, speed and effi-
ciency are intermediate, and useful power is maximized,
By reinforcing loadings that maximize power, self-organi
zation selects optimum intermediate efficiencies, Many
studies have shown the selection for optimal efliciency
loading in muscle, photosynthesis, membranes, and
power plants. Sce also examples in Hall et al. (1986),
Odum (1967b), Odum (1968), Odum (19834), Curzon
and Ahlborn (1975), Caplan and Essig (1983), and Fairen
etal. (1982).

There are also many day-today applications of the max-
imum power concept that we may do without even think-
ing about it, such as loading a grindstone or a chain saw
for maximum output or shifting gears in an accelerating
automobile. As taught in electrical engineering textbooks,
matching resistances in electrical circuits generates an
optimum efficiency for power transmission to the useful
output process.

There is also an optimum org,

! : anization rate for maxi-
mum power in rearranging parts in g mechanical system
(Odum 1972). For example, there i« an optimum rate for

maximizing the desired result of reonganizing cars in a
parking lot. If the work of accelerating cars and braking is
done slowly, the work of arranging a useful pattern is
delayed, and the power conversion iy Jess, If uz; work “
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done too rapidly, more power is dissipated than goes into
the reorganization.

Unfortunately, traditional calculations of efficiency
using energy are misleading as to the resources actually
required for an energy transformation, because the large
quantities of energy used earlier to develop high-transfor-
mity (low-energy) inputs are not usually evaluated. For
example, the prior energy requirements (4,000 sej) of the
high-transformity feedback in Figure 28.5 are not appro-
priately evaluated by its relatively small energy flow (4 J/
min). Tracking all of what is required for a process is a
network concept. The denominator should include a
quantity that is evaluated using the entire input network
and include all prior use of available energy evaluated
using some common basis.

EMERGY In Emjoules

As reviewed by Martinez-Alier (1987), concepts of embod-
ied, or sequestered, energy have been under discussion
for a century. In recent years, several measures involving
energy have been quantitatively defined that represent
the several ideas of how past contributions to a product
can be evaluated. In our work on energy analysis that
started in 1966, the energy of one kind was used as a com-
mon denominator with the names “energy cost” and
“embodied energy” (Odum 1967b; Odum 1971). In 1983,
the term EMERGY, spelled with an *M,” was suggested by
David Scienceman for our concept and emjoule or emcal-
orie as the unit. Scienceman (1987) provided a general
paper on terminology. Sce also his chapter in this volume.

EMERGY is defined as the energy of one kind required
directly and indirectly to produce a service or product.
The unit of EMERGY is the emjoule or emcalorie of a des-
ignated energy type. For example, the production of
green plants can be expressed in solar emjoules, which
includes the solar energy required to make all the inputs
to the plant, such as rain, wind, nutrients, cultivation
efforts, seeds, and so forth.

Because the solar EMERGY of each input is a product
of the energy flux and its solar transformity, the total
EMERGY of a product is the sum of the [(energy)*(trans-
formity)] terms of all necessary inputs.

In Figure 28.5a, the solar energy required to gencrate
organic matter flux B is the solar EMERGY flux from
source A. In this example, there are 4,000 s¢j in the
organic flux B. Where pathways close a loop with their
source in an upstream interaction (Figure 28.5b), the
EMERGY of that source terminates. To add feedbacks to A
would be double counting of the flux from A lf lhe:;
flows were from a different EMERGY source, they wot
be added to that from A in order to evaluate B-

. . transfor-
Having defined EMERCGY, we can redefine .
mity: Transformity is EMERGY/energy. For example, 1n
Figure 28.5a, the solar transformity of the output organic
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matter is the total solar EMERGY of the input(4,000 sej/
min) divided by the energy of the organic flux. EMERGY
is a network measure, and adding the EMERGY flows
required for a product requires a knowledge of the
sources and inputs from the surrounding system that con-
tribute to the generation of that product. An input to a
product that is a closed-loop feedback and not an inde-
pendent source is not added in a second time. Network
knowledge is required to avoid double counting an
EMERGY input.

Traditional efficiencies are calculated as the ratio of the
output (P) over only one of the lower-transformity inputs
(I). For example, in Figure 28.5a, efficiency is often calcu-
lated as P/I (40 J/40,000 J * 100 = 1%). Traditional effi-
ciencies can be misleading, because high-transformity
inputs with only a small energy content require large
energy flows in their formation. A more appropriate mea-
sure of what is required for an output is the solar EMERGY
of all inputs in emjoules of one kind of energy. The energy
of an output divided by the total solar EMERGY of all
inputs is a measure of direct and indirect energies
required for the conversion. This quotient is the reciprocal
of the solar transformity (solar EMERGY/energy).

EMERGY of Pathways

Drawing an energy systems model aggregates a more com-
plex system according to the person’s belief in what is
interesting or important. Assigning EMERGY to pathways
may depend on the pathway configurations of the model.
Energy storages and fluxes of the various pathways are
evaluated first from measurements, published data, or
illustrative assumptions (Figure 28.5b). Then, one of two
procedures may be used for evaluating the EMERGY flux
through the pathway, which is the process of finding how
much prior available energy (adjusted to equal tranformi-
ties) is contributing to that flux.

1. For old systems in which there has been a long period
for self-organization (i.e., systems evolution), where
amplifying feedback loops may have developed and
where there has been the development of fine-tuned
specializations through speciation or other processes
of specialization, one perhaps may make the assump-
tion that all the pathways are necessary, different, and
mutually reinforcing. Then, as in Figure 28.5, the
solar EMERGY flux of every pathway is equivalent,
namely, equal to the sum of all the inputs or sources
expressed as solar EMERGY (only one source is shown
in Figure 28.5). Thus the solar EMERGY flux at each
place in the food web is the product of the encergy flux
and the solar transformity of that energy type. The
quotient of solar EMERGY flux and energy flux is the
solar transformity of that place in the pathway. For
example, solar EMERGY values in Figure 28.5b are
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divided by the pathway energies in Figure 28.5¢ to
obtain the solar transformities in Figure 28.5¢.

9. For a system aggregated to contain splits and conver-
| gences of energy flows of the same type, where the sys-
tem may be new, partially destroyed, or otherwise
incomplete in its organization of possible feedback
" reinforcement loops, the solar EMERGY of each path-
way may be calculated by summing the EMERGY
tracked from each source along each pathway using
that source up to the point where that track intersects
itself in a closed loop. EMERGY flux from a source is
split when energy of the same kind divides into two
pathways, and it is added to another EMERGY flux
when two pathways of the same energy type combine.
When EMERGY flux passes through a production pro-
cess where there are two or more outputs that are
each different products, each necessary to some other
unit, then each receives the same value of the
EMERGY flux that is being tracked from an outside
source. The sum of the solar EMERGY fluxes on a
pathway tracked from all sources is the total solar
EMERGY flux on that pathway.

These methods were given by Tennenbaum (1988),

o also coded them into a computer program that calcu-
wh these values automatically. The result of such calcula-
l?tei done one at a time with this method is the same as in
uon rocedure previously described in Paragraph 1, at
the tpwhen the system is a fully organized one with every
lei:,src e connected directly or indirectly to reinforce every

other unit.

E MPOWE R

aximiZi“g EMERGY production and use at each level of

. ~rarchy at the same time is required to maximize the
jer ‘;‘) ined economy of humanity and nature, This means
com jtaneously maximizing EMERGY production and use
sirnuch level’s scale of time and space. The EMERGY flux
at €2 whole system is maximized when the oscillation fre-
of th‘i jes on each scale are adjusted for maximum average

quc;:]R GY (Richardson and Odum 1981).

EM energy flux in a system that is self-organized for
;mum performance includes transformation and
pack to an interaction where it is necessary and thus is

fc€ mplifier (Figure 28.5). The EMERGY of that flux is

aenergy flux multiplied by its solar transformity,

(h€ OWER is the name for a useful EMERGY flux. Per-

EMP the maximum power principle is well stated as the

hapP3 mum Empower Principle. Maximizing empower also
-lmiz es power, because the high-quality sources and

ma*! d-loop reinforcements increase inputs and efficiency

c 092 pversion of lower-transformity sources, which usually

of fe jarge energy flows.
ha
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EMERGY of Storages

The solar EMERGY of a storage is that required to
develop the storage. For example, the solar EMERGY
stored in a redwood forest that required 200 yr before it
reached a climax level (the temporary steady state) is the
sum of the solar EMERGY fluxes used from independent
sources multiplied by the time required. This is princi-
pally the solar EMERGY of the water transpired during
the 200 yr of development. The solar EMERGY of storage
is also the energy stored multiplied by the solar transforn
mity of that storage,

If a storage is in steady state due to the balance of a pro-
duction flux and a yicld flux, the solur EMERGY of the
storage is constant. The solar EMERGY flux of the yield is
the same as the production. Because the yield energy is
less than that of the production, the solar transformity of
the yicld coming out of storage is higher than that of the
production flux going in.

When an energy storage is decreased cither by depreci-
ation or removal, its solar EMERGY reduction is the proxd-
uct of the energy decrease and its solar transformity. When
the previously available encrgy of a storage becomes
unavailable due to this secondlaw depreciation, the
EMERGY of that energy is lost. The cmpower of deprecia-
tion pathways that go into heat sink symbols is 0. Such
flows of used energy have no further utility to the system,

Thermodynamics of Circulating Matter

As in the Bernard cell in Figure 28.3, matetial recycling is
a necessary part of most operating systems, It is also a way
that higher levels in the energy hicrarchy feed back reine
forcements to the production processes at lower levels,

In developing a homeostatic model for the earth's
closed biogeochemical cycles in 1949 (these moxdels are
now called *Gaia”), I looked to a mechanism given by
Lotka (1925), who showed that storages develop in front
of rate-limiting processes (bottlenecks) and with a quan-
tity inversely proportional to those limiting rates. The
closed-cycle mechanism of accumulating storages is a self-
organizing mechanism that eliminates any one pathway

from being more limiting than others, thus contributing

to the maximum processing of the availuble energy. This

mechanism causes such cycles to organize a steady pattern
spontancously, with rates dependent only upon the avail-

ability of external energies, Lotka had already explained

the way that reinforcement was 3 process of natural selec-

tion for designs with maximum power. My first experience
with designs for maximum power was in applying the
closed-cycle inverse storage=flux design to the earth's sed-

imentary cycle (Odum 1950; Odum 1951),

There are similaritics in the distibution of recycling
matter between the distribution patterns of mater in

open systems and that predicied for closed equilibrium
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systems. Sillen (1967) found that equilibrium calculations
seem to account for the distribution of chemical sub-
stances in the sea. Most of the water in the biosphere is in
the ocean, which is where it would be if the system was in
equilibrium — that is, with everything having gone liter-
ally downhill. Given that the biosphere, a major influence
on geochemistry, is not in thermodynamic equilibrium,
the question is, why does the distribution of matter in
states of the open system resemble the distributions of an
equilibrium state?

The mechanism of self-organization of cycles, as given
by Lotka (1925), explains why most of the cycling materi-
als are maintained at their low state of available energy.
The process of self-organization eliminates any one step in
the cycle of material from being limiting, so that the only
control is the external energy sources. By maintaining the
major part of a material cycle at its junction with incoming
energy, the capture of energy is maximized. A large ocean
area, with properties that absorb most of the visible and
nonvisible solar insolation, maximizes the operation of
the main atmospheric—oceanic heat engines on which
everything clse on this planet is dependent. Materials
maintained at the low-energy part of the cycle require no
maintenance energy, because there is no depreciation.

Self-Organization and Patterns
Over Time

The homeostatic properties of Lotka’s closed-loop kinet-
ics (described in the previous paragraph) generate self-
organizational mechanisms for maintaining sustainable
steady states. In a dissertation done under Evelyn Hutch-
inson (Odum 1950; Odum 1951), I used this mechanism
and data on strontium in fossils to suggest the processes
that led to the long-term stability of oceanic chemistry and
the world sedimentary cycle. Thus the concepts of homeo-
stasis were extended to the biogeochemistry of the world.
In those days, ecological succession was usually
described as reaching a stable plateau called the “climax.”
In our first closed microcosm studies, periods of rapid
tion indeed were followed by a more stable period
of climax. In 1950, I sought the historical antecedents a.nd
found Fechner's stability principle (Holmes 1948), which
might be stated: Self-regulating stable systems outlast transient

changing ones.

In later years, how
tems, it was apparent that ove
tems vary and oscillate, sometimes I NG 1 oniams
rhythms and sometimes by using intern . sms.

The outside rhythms were usually _Lhc OSClllall(?ni) ?{ l::ier
next larger system with longer periods. BCC&!:IS;: ROy
low frequency, larger lerrito.ry, and g;ealere e a;
these pulses, although recurring, are © ten huf;naans) >
catastrophes to those components (such as

the receiving end.

adapta

ever, after [ had considered more sys-
ver longer periods most sys-
responding to outside

H. T. ODUM

These types of oscillating patterns can be generated
readily through computer simulations. A chain of coupled
autocatalytic populations, as in Figure 28.4, represents the
hierarchy of self-organization in which each unit from left
to right has a lower energy flux but is composed of units of
larger territory and turnover time than the one before.
Ever present are linear pathways that operate at low energy
levels (represented in Figure 28.4 with the small box sym-
bol). As storages increase, thresholds for autocatalytic
acceleration are exceeded, and such chains develop oscil-
latory pulses (Alexander 1978; Richardson and Odum
1981; Odum 1981; Odum 1983b; Richardson 1988). When
such models are simulated, relatively small changes in
coefficients can change an oscillating steady state to a
steady one, but there are thermodynamic reasons why self-
organization may reinforce the oscillating patterns.

For example, it has been shown that photosynthesis was
more efficient for the same light energy if it was flashing.
Pulsing maintains a stronger gradient between energy
source and the loading of the receiving unit, which trans-
forms more energy. Typical oscillation involves the cou-
pling of units of different hierarchical level, where rapid
oscillations among smaller units are embedded in longer
oscillations driven by higher levels of size and transfor-
mity. A pulse of consumption alternating with a longer
period of production can make both processes contribute
more. Examples are animal herds grazing grasslands and
herring schools feeding on plankton.

Thus, it became apparent that there were loading pat-
terns over time that affect power transformations. One
might say that there are energy frequency niches that the
units having the appropriate characteristics can exploit
and from which they can derive more energy. Campbell
(1984) considered the pulse-filtering characteristics of
ecosystems that could maximize energy reception. Zwick
(1986) considered units adapted to receive and utilize
energy of acceleration against “backforces.” Using hierar-
chical pulsing models, Richardson (1988) considered the
optimum frequency for maximum power transformation
and the effect of spatial arrangements of producers and
consumers. Our civilization’s frenzied consumption of
resources that were accumulated over millenia appears to
be an example of a pulsing oscillation that ultimately must
alternate with a period of net restoration of resources.
Whereas the maximum consumption period is not sus-
tainable, the repeating regime of oscillating patterns may
be. The term “climax” may still be useful to refer to the
levels of maximum storage in each cycle of oscillation,

When rhythmic fluxes of energy passing through stor
ages are large relative to the size of that storage, chaotic
pulsing results because the storage alternates between
excess net inflow and excess net outflow. The greater the
energy flow, the more the number of states alternating in
time. These bifurcations create a diversity of energy gradi-
ents that may contribute to maximizing power. This
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hypothesis that “chaotic states are designs that prevail
because they contribute to maximum power” needs study.

self-Orgahization of piversity

Among the structures .that increase power ‘and efficien
are webs with hierarchical energy level‘s. With the colle.ct-
ing and concentr.ating.of EMEBGY, um.ts are formed with
Jarger transformity, size, territorial SlZ(?, and tumove.r
¢imes, properties that remfor.ce pathways in ways not possi-
ple on a smaller scale (see Figure 28.4). The larger sized
units on the right control and reinforce thfe large pop}xlzl-
tions of smaller units on the left by feedu.lg l?ack high-
u-ansformity interactions. Each unit shown in Figure 28.4
has three pathways of contribution to the system, all of
which form closed loops of reinforcement. that eventually
contribute to the unit’s own support. In this example,‘ one
feeds back to the left to reinforce the fast, smal.l units; a
cond reinforces its own autocatalysis; and a third inter-
s€ with higher levels of larger systems and is controlled
ac:;s[ amplified by their feedbacks. Figure 28.4 shows how a
an in to achieve maximum empower requires equal prior-
.Chain assignment of a unit’s resources to the lower-trans-
! rmity supporters, to itself, and to support higher-
fo nsformity levels.
Each unit draws energy and contributes to the continu-
jon of the system upon which it depends by feeding back
afloh-transformity controls, services, and material rein-
'8 ement. Successful long-term agriculture succeeds
fOrcause farmers feed back controls, soil enhancement,
fi useful service. Public fisheries often fail because fish-
an en draw upon energies of the lower-transformity units
< hout feeding back reinforcing services.
wltMaximum power is obtained when all products and by-
ducts are fed back to amplify some upstream flow with
ro r transformity so as to make a web of connectivity
low‘eeen the various units. Many of these units are partly in
llel and partly in series, which provides self-organiza-
.' al flexibility. The development of hierarchical webs is
on anied by diversification of units that facilitate maxi-
aCcompower by contributing to efficiency or providing
um aI;ive pathways for changing conditions. Although
1er? ting energy processing, diversity also requires
to maintain the variety. For example, in complex
eﬂergz ecosystems such as wet tropical forests, energy is
diver'sred to maintain the plethora of colors, behaviors, and
v jcals found there. There may be an optimum diver-
c emr maximum power. Maintaining diversity is second in
sity ﬁ? often developing after the main storages and rein-
P 'o:,;y’ents for processing matter have reached the maxj-
for¢ ossible without diversification.
mut? ointed out by Kay (1989), there is an energy limit
Ascil)ength of an energy chain because there is less avail-
th nergy remaining in each successive transformation,
ethe number of steps in an ecological food chain is

facilita

abl€

Thvs
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limited by the amount of food available at the base. |low-
ever, if entities of high transformity and great control abil-
ity per unit energy can be developed, the chain can be
lengthened with additional performance elicited from
more high-quality feedbacks. The entities that permit
more transformations, higher transformitics, and super
control we recognize as “information.”

Self-Organization, EMERGY,
and Information

Information is defined here as “the configurations of the
parts of a system.” Information is in the real operating sys-
tem, but it can also be separated out from the Ssystem as an
isolated plan. The energy of isolated information is that of
its carrier. For example, information may be carried by
paper on which a plan is written, by a disk on which com-
puter programs are written, or by DNA on which genetic
information is coded. Information has v ry small energy
but very high transformity and impact.

In ecosystems, development of behavioral programs
fine-tunes adaptations of species to their resources; in
human affairs, development of computer information pro-
cessing gets more eficiency out of the same work force.
Considered collectively, diversity is information by which
systems of nature and of humanity maximize cmpower,

When systems emerge through evolution and self-orga-
nization, the designs that maximize power can be sepa-
rated from their system as coded information. This
information can be duplicated by reproduction and
spread by communication or migration so that it is
shared over large areas, helping larger systems maximize
their performance. Solar transformitjes (EMERGY per
unit energy of its carrier) increase as information in
emergent systems is evolved, extracted, widely copied,
and shared. The larger the territory of the shared infor
mation, the slower is its depreciation rate and the larger
is its scale in space and time (Odum 1987; Odum 1988),
Widely shared information becomes a largesscale control-
ler at the top of the energy chain, analogous to the lion
managing its food chain.

An example of shared information among humans is
the widespread use of basic religions teachings, Bibles,
and Korans that unify and focus people, An ccological
example is the widespread distribution of worldwide spe-
cies information. Whereas the indivi
the common elements of shared ge
taxonomic category gives th
and slow depreciation.

A characteristic of information iy that it requires less to
maintain and copy than to be reformed again. In other
words, information requires moye EMERGY for formation
than for copying. More EMERGY iy required for informa-
tion formation than for informatjon, Maintenance.,

duals are short lived,
netic information in a
attaxon a long trnover time

B s A e A




322

Although information copying requires little EMERGY,
correction of errors and keeping information functional
requires that an information cycle be maintained. The
cycle requires extraction of information from systems,
duplication of many copies with variation, reapplication
of these copies to operate systems, and a selective process
of deriving future copies from the system operating with
higher empower. Examples are the life histories of plants
and animals. Similar cycles now exist in the storing, copy-
ing, teaching, and application of technological informa-
tion. Mainwining an information cycle with all these
components requires much EMERGY.

The annual solar EMERGY requirement for maintain-
ing living information is that required to maintain the
biosphere, about 9.4 E24 sej/yr (Odum in press). The
solar EMERGY to generate the diversity of life on earth is
much larger, about E32 s¢j (the product of the annual
solar EMERGY budget of the earth and a billion yr time
for evolution),

The science of biological classification, systematics,
deals with the living information that has resulted from a
billion yr of self-organization. When items of similarity are

H. T. ODUM

grouped together, it is usually because there are similari-
ties of the coded information. Classification of evolution's
information is hierarchical. The larger groupings of infor-
mation represent longer periods of time developing and
genetic information shared more widely.

The hierarchical data of systematics represent the terri-
tories of shared information; the higher the systematics
category, the larger the territory of shared genes, and the
longer the time of formation and turnover. The larger the
territory of shared information, the more EMERGY was
required in its formation and the higher the transformity.
The higher the transformity, the greater the control action
exhibited by these shared genes. For example, the infor-
mation for the basic biochemical structures and processes
of life have been shared, adapted, tested, and selected the
world over for the whole period of living evolution.

A Simulation Model of Evolution

Figure 28.6 is a model of energy flow through an ecosys-
tem that generates categories of shared information from
the flows of energy, resulting in microevolution of species

Flux of

EVOLSYST

&
o . @
H0rders -

’.

Fiqure 28.6  Ener tems model O
J nomg’éxm 1989b. Reprinted with P€
Re= /{1 +KO +KI*S + K2°G +
K11*°R*O + K12*R*C + K13*R*PL
K19*G - K20*G; DC = K30
energy flow; K = individuals; R = Y

e

f evolution of the, sl'wared information categories recognized in taxonomic classification,
rmission of the International Society for the Systems Sciences. Equations:
K3°*F + K4°O + KS*C + K6*P) ; Jy = (K7*R + KB*R*S + K9*R*G + K10*R*F +
DS = K14y =-K15*S = K16*S; DO = K26*F - K27*O - K28*O; DG = K17*S -
.0-K31*C- K32*C; DF = K22*G - K23*F - K24*F; DP = K34*C - K35*P; where | =
nused energy; and Jy, = speciation.
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and macroevolution of higher taxa. The model makes spe-
jfic the way ecosystems are regulated by designs for self-
< anizing and maximum power and how they generate a
Ofegmrchy of high-transformity, shared information —
::;quh we now classify with biological systematics.
Figure 28.6 includes equations that represent spe.cies
enerated from the flows of energy through hvmg‘indlvid-
uals (see symbol K in the production symbol). This repre-
ts microevolutionary processes that introduce small
?e?ormation changes. Species accumulate (storage tank S)
n th flow Jy in proportion to the production of individu-
wi The number of extinctions is proportional to the
als- ed species, shown with the outflow pathway. In the
store way, accumulating genera generate families; accu-
sa:'lating families generate orders; orders generate
rr;asses; and classes generate phyla.
< In proportion to the number of new species, emergent
w innovations are possible because the many small
n¢ ements can be connected into new functions that
iﬂcre much greater generality. The new innovation
aVeads rapidly, displacing other species, and through
sp’ tive radiation generates many new ones to replace
da}())lder ones. In the fossil record, this shows up as a sal-
€ jump, which has been called the Goldschmidt mac-
w“org,uﬁon (Goldschmidt  1940). An analogy in
roevemporary society is the microcomputer, evolving sud-
Con; after accumulation of many small microevolution-
deni,);m)vations among electronic components.
In Figure 28.6 macroevolutionary transformations are
wn as the small boxes between each taxonomic cate-
sh© The flux of new macroevolutionary information is in
go .ortion to the accumulation of microevolutionary
pr Ol:mation. Something new emerges when enough small
info es develop to provide new combinations that can
angmajor effects. The massive substitution of species
hav® ccurs with the innovative change is macroevolution,
at ‘:lgh the box between tanks S and G is the flux of
rooevomtionary change with innovative new informa-
rlnnovative species cause many previous species to go
;.1ct, represented by the depreciation pathway down
each macroevolutionary box.
simulation model based on Figure 28.6 was calj-
d, with the flows and storage values given in Table
prat€ ’I:hc BASIC language program EVOLSYT is listed in
28;,1{:: 98.2 and explained in more detail in Odum
19899 i
1 the screen, the program tallies the number of years
O the start and also generates bar graphs on a logarith-
$in<® cale (Figure 28.7a), keeping the old bars as it prints
ic s w bars on top. The species bar reaches its maximum
th€ lj)" followed at later times by the genera, families,
qui€ rs, classes, and finally the phyla after a billion yr.
or ehe input to the model was the solar EMERGY budget
1;16 earth of 8 E24 sej/yr (Odum 1988). The deriveq

of ; transformities of the categories of systematics were
a
sol

a

ac

xti
fro™
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Table 28.1 Quantities for calibrating EVOLSYST in Figure 28.6

Unit Flux/yr Storage Turnover, yr
Individuals 5E16 — |
Species 5E2 5E6 1E4
Genera 5 5ES 1ES
Families 5E-2 SE4 1E6
Orders 5F-4 5F3 1E7
Classes 5E-6 5E2 1ER
Phyla 5E-8 5E1L 1F9

obtained as the solar EMERGY required divided by the
number of units of that category formed as follows:

species E22 sej/species
genera E24 sej/genus
families E26 sej/family
orders E28 scj/order
classes E30 scj/class
phyla E32 sej/phylum

Sece the graph of the number of units of a taxonomic
category as a function of the solar transformity of that cat-
egory in Figure 28.7h,

As with this example, we have developed microcom-
puter programs in BASIC that represent the main systems
configurations common to various sciences, combining
kinctics and energetics. These are availuble in teac hing
manuals with systems diagrams and explanations (Odam
et al. 1988; Odum and Odum 1989, 1991, 1993; Odum
1989d), with accompanying disks. We call these general
systems configurations *minimodels® because they are
simple, but they represent largescale phenomena of
humanity and nature (ecological cconomics) as well ax
the processes of physics, chemistry, and biology. Full
explanations and their precedents in mathematics were
given in Systems Ecology (Odum 1983h), a book that in
1994 was revised and appropriately renamed Eeological and
General Systems (Odum 1994),

EMERGY Simulation With EXTEND

The remarkable Macintosh computer program EXTEND
(Imagine That, 151 Bernal Road, Suite 5, San Jose, Cali-
fornia 95119; telephone 408-3650305) allows sMstems rep-
resentation, simulation kineties, and EMERGY evaluations
1o be done all at the same time, as with peal-wotld phes
nomena. With this program, you can prepare and store an
icon and write a program for jiy Kinetic and energetic
behavior so that when connected with the mouse to other
blocks, it not only shows the network and generates simu-
lation graphs, butitalso can calculate and transmit qQuan-
tities from block to block according to laws for energy,
EMERGY, matter, and information,

PR R
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Table 28.2 BASIC simulation program EVOLSYST for IBM compatible PC

H. T. ODUM

3 REM EVOLSYST (Simulation of the
evolution of Systematic Categories)

5 REM For time graphs, set X= 0; for bar
graphs, set X = 1:

6 X=1

7CLS

8 REM GRAPHICS:

9 SCREEN 1,0

11 COLOR O,

12 LINE (50,180)-(230,180),3

13IFX =1 GOTO 40

15 LINE (0,0)-(319,180),3,B

18 LINE (0,30)-(320,30),3

20 LINE (0,60)-(320,60),3

25 LINE (0,90)-(320,90),3

27 LINE (0,120)-(320,120),3

30 LINE (0,150)-(320,150),3

40 REM Scaling factors

60 DT = 10000!

62 TO = 100000!

64 SO = 200000!

66 GO = 20000!

70 FO = 2000!

80 00 = 200

90 CO =20

95 P0=2

100 REM Coeflicients

105K0 =6

110 K1 = .0000004

115 K2 = 000004

117 K3 = 00004

119 K4 = .0004

120 K5 = ,004

122 K6 = .04

125 K7 = 3000!

128 K8 = 000004

130 K9 = .002

133 K10 = .02

135 K11 =.2

137K12=2

138 K13 =20

140K14 =1

143 K15 = .00005

145 K16 = .00005

147 K17 = ,000001

149 K19 = .000005

152 K20 = .000005

155 K22 = ,0000001

158 K23 = 0000005

160 K24 = .0000005

162 K26 = 1E-08

165 K27 = 5E-08

168 K28 = 5E-08

170 K30 = 1E-09

173 K31 = 5E-09

175 K32 = 5E-09

177 K34 = 1E-10

180 K35 = 1E-10

182 REM Sources

1831=1

185 REM Initial conditions

187S=1

189G=1

191F=1

1930 =1

195C=1

197P=1

200 REM PLOTTING GRAPHS:

201 IF X=0 GOTO 245

205 LINE (50,180)-(50,180-5*LOG(S)),3

206 LINE (50,180-5*LOG(S))-(80, 180~
5*LOG(S)),3 ‘

207 LINE (80,180)~-(80,180-
5*LOG(S)),3

209 LINE (80,180-5*LOG(G))-
(110,180-5*LOG(G)).3

210 LINE (110,180)-(110,180-
5*LOG(G)),3

212 LINE (110,179-5*LOC(F))~
(140,179-5*LOG(F)),3

213 LINE (140,180)-(140,180~
5*LOG(F)),3

917 LINE (140,179-5*LOG(0O))-
(170,179-5*L.OG(0)),3

219 LINE (170,179)-(170,179-
5*L.0G(0)).3

221 LINE (170,179-5*LOG(C))-
(200,179-5*LOG(C)),3

224 LINE (200,179)~(200,179-
5*LOG(C)),3

296 LINE (200,179-5*LOG(P))-
(230,179-5*L.OG(P)),3

230 LOCATE 1,30: PRINTT

235 LOCATE 2,30: PRINT " years"

244 IF X=1 GOTO 300

245 PSET (T/T0,180-S/50),3

955 PSET T/T0, 150-G/G0),3

265 PSET (T/T0,120-F/F0),3

267 PSET (T/T0, 90-0/00),3

975 PSET (T/T0, 60-C/C0),3

985 PSET (T/T0, 30-P/P0) 3

300 REM Equations ;

305 R=1/(1 + KO +KI*S +K2*G + K3*F +
K4*O + K5*C + K6*P)

810N = (K7*R + K8*RS + K9*R*G
+K10*R*F +K11*R*O + KI2*R*C +
K18*R*P)

820 DS = K14*JN - K15*S - K16*S

330DC = K17*S - K19*G - K20*G

340 DF = K22*G - K23*F - K24*F

350 DO = K26*F - K27*O - K28*O

355 DC = K30*O - K31*C - K32*C

360 DP = K34*C - K35*P
400 REM Change Equations
410S =S5 +DS*DT

420 G =G + DG*DT

430 F =F + DF*DT

4400 =0+DO*DT
445IFO<I THENO =1
450 C=C + DC*DT
4551FC<1 THENC=1

'|460 P =P + DP*DT

4651FP<1 THENP=1"

470 T=T +DT

500 REM GO BACK AND REPEAT:
505 IF X = 1 GOTO 200

510 IF T/TO < 320 GOTO 200
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We have now programmed the energy symbols of the
energy systems language, and these, available on disk, can
be used with EXTEND. One set of symbols has pictorial
icons of plants and animals for beginning classes in sci-
ence to connect and simulate (sce E. C, Odum et al,, this
volume). A second library has the general symbols with
transformities and EMERGY. This library, with symbols
shown in Figure 28.8, in addition to normal simulation,
transmits transformities and, within each block, calculates
the EMERGY storage or flux. For example, Figure 28,9 has
an autocatalytic system to represent the thermodynamics
of self-organization where the source is flow-limited.

When the connector of one symbal is joined to that of
another with the mouse, the array of one block is set equal
to that of another. Part of the array is set by the upstream
block and used by the downstream block's program. Vice

Classes Phyla
: versa, other parts of the array are sct by the downstream
€22 €24  E26 €28 €30 €32 block and used by the upstream block's program. For
sej/Unit example, Table 28.3 is the listing of the scripts of one
) block, the source, used in Figure 28.9a. Most of the lines
in the script set up the arrays by which a descriptive code,
fpigure 28.7  Results of computer simulation of EVOLVSYST  the driving force, the flow, and the transformities are
model in Figure 28.6. Bars from left to right are  pagsed from one block to another. The transmitted code is
systematics categories on a logarithmic scale  yyieq by the receiving block for special operations that
after 2 billion yr—species, genera, families, depend on the nature of the connecting block.
orders, classes, phyla: (a) screen dump of bar In the example, Figure 28.94. 1l el is connected
graph after 1.01 billion yr; (b} bar graph of num- ampie, Figure 283, the model I8 connec _
ber of units of each taxonomic category as a 'O four plottcrs,.so that four graphs are plotted (Figure
function of solar transformity of each unit. From  28.9b—e). Quantity of stored cnergy (Figure 28.9b) levels
Odum 1989b. Reprinted with permission of the  ofT, limited at its source. EMERCQGY, empower, and transfor-
International Society for the Systems Sciences. mity of the storage stop changing when storages are
— Controls
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Figure 28.8  Icons of the EMERGY<alculating energy systems blocks for simulating energy systems language and energy

relationships on the Macintosh program EXTEND.
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Table 28.3  Script of block source

Use Limited E

Constant code 1is 0;

Constant force is 1;

Constant use is 2;**use is outflow used
Constant transformity is 3;

real R,N,ST,userusage, conarray[], Receivedarray[];

** This message occurs for each step in the
simulation.

on simulate

{

Unusedout = R;

If (Not Getpassedarray(conout, receivedarray))
{

Conarray{code] = 1;

Conarray[Force] = R;

Conarray[use] = 0.0;

Conarray[transformity] = 0.0;

}

Else

(

Conarray(use] = receivedarray(2];

)

Userusage = Conarray[use]:

R = sourceflow/(1 + Usersage);
If (R <.1)

R=.1;

Conarray(force] = R;
Conarray([code] = 1;
Conarray[transformity] = ST;

Conout = Passarray(conarray):
Unusedout = R;
}

** create block
on createblock

{
solartrangformity = 1;

Sourceflow = 4000;**kilocalories per squafe meter
per day
}

** Initialize any simulation variables,
on initsim

{

R = ,1*'sourceflow;

ST = Solartransformity:

Makearray(Conarray.4):
Conarray[code] = -1:
Conarray[Force] = R:
Conarray[Use] = 0.0:
Conarray[transformity] = 0.0;
}

** User clicked the dialog HELP button.
On help
{

showHelp():
)
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Table 28.3 (Cont'd) Script of block source

“Flow limited G
constant code is 0;
onstant force is 13
¢ nstant use is 2:**use is outflow used
ggnstant transformity is 3;

al R.N,ST,userusage.conarray([], Receivedarray[];
Real userusage?2,conlarray [} .Received2array(],
Re userusage3,con3arrayl(], Received3array(};

s message occurs for each step in the
v TR simulation.
on simulate

{

£ (Not Getpassedarray( conout, receivedarray))
I

{ de] = 1
narray[code ;

ggnarray[Force] = 0.0:
narrayluse] = 0.0;

ggnarray[transformity] "’0.0:'

}
Eli:rray {use] = receivedarray[use];
co

U erusage = Conarray[use] ;
s

£ (Not Getpassedarray(con2out, received2array))
I :

de] = 1;
n2arrayfco _
onZarray[Force] = 0.0;
Conzarray[use] = 0.0:
COnZarray[‘cransformity] = 0.0;
co ’

ray[use] = receivedZérray [use];
2 = Con2array(use);’

(Not Getpaséedarray (con3out, receivedlarray))
1f

- 1-
3array[code] b
238rray[Force] = 0.0;
gn3array[use] = 0.0;

formity] = 0.0;
sarray(trans
con

Elsearray[use] = received3array [use];

oniusage3 = Con3array[use];
vus®€
ourceflow/ (1 + Userusage + userusage? +
R~° userusagel);
-10)
(R <1E
If_ 1E-10:

= R; .
rray[forcel] H
2 [code]l = 1;

a
onarrsy [transformity] = ST;

3rray
co”

anging. These blocks are programmed to stop
ch ing when the growth slows to less than 5% (Figure
cl;’gnc 98.9d, and 28.9¢).
28-7"

C osmic “Ecosystem”
rinciples of self-organization and the maximum

T} ower principle are ready for consideration in other
emP
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sciences. At the invitation of the Royal Swedish Academy
of Sciences, I gave an energy general systems representa-
tion of the cosmos at their symposium in 1989 (Figure
28.10). It might be called an astrophysical food web, With
the use of the common systems structure for energy sys-
tems networks that we find wherever we look, a different
perspective on a steady-state universe is found. It is not
one of explosion and contraction but is more of an CCOsyY-
tem of hierarchical stars and galaxies, one where dis-
persed low-energy Kelvin radiation and distributed matter
converges stepwise to the intense centers of highest trans-
formity, energy and mauter recycling to form a closed
loop, as it does on a much smaller scale where there is a
Maxwell-Boltzmann distribution in a gas at equilibrium,

Epilogue

It has now been 45 yr since I started the effort to synthe-
size and generalize about the thermodynamics and kinet-
ics of systems by studying ecosystems. The scarch for
commonalities between ecosystems, helped greatly with a
Rockefeller Foundation grant, soon led 10 my consider-
ation of the larger systems of humanity and nature and
the comparisons of ecosystems and economic systems
(Odum 1983b, Chapter 23; Odum 1987). Clarification of
thermodynamics of selforganization showed that revi-
sions in neoclassical economics were necessary. In the
past, humanity found the optimum for maximum power
through self-organization by trial and error, followed by
storage of the tested information in the mores of the cul-
ture. Now we have the means o find the optimum for
maximum empower by overview modeling and EMERGY
analysis, avoiding some of the waste of trial and error.

One of our techniques is ccological engineering, the
human facilitation of nature's selforganization, For maxi-
mum symbiosis of the human economy and the environ-
ment, processes are allowed to sclf-organize together for
maximum empower (Odum 198%a). Simulation models of
ecological economics were developed  (Odum 1984¢).
With EMERGY as a new value system, ecological econom-
ics gives us the means for recommending policies for sus-
tainable human stewardship of the biosphere. Examples
were given for agriculture and coastal resources (Odum
1981b; Odum 198+4c¢).

EMERGY analysis of nations led 10 evaluations of inter
national trade that showed great inequity as the cause of
many of the world’s problems of public welfare (Odum
1984a; Pillet and Odum 1984a; Pilleg and Odum 1987;
Huang and Odum 1991, These problems may be solved if
international policies and treaties on trade arrange equity
of emergy exchange (Scienceman 1989). Fm$, an
EMERGY based dollar, is defined ay the part of the gross
economic product that results from EMERGY. For exam-
ple, EMERGY flowing in exports is divided by the
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Figure 28.10 An energy systems representation of the universe. This systems concept has a closed energy cycle based on
energy of electromagnetic radiation being extracted by gravitational forces, causing at least some of the
observed red shifts that are usually attributed to the Doppler effect of rapidly diverging components of an

expanding universe,

EMERGY/money quotient for the United States (1.4 tril-
lion s¢j/1992 $U.S.) to obtain 1992 Em$ of that trade.

To summarize theories of self-organization for maxi-
mum empower, we offer the hope that global public poli-
cies toward a sustainable system of humanity and
environment on many scales can be selected in advance by
empower evaluation of holistically aggrt‘g‘dwd encrgy sys-
tems models of environment and society.
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